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2 OVERVIEW

2.1 INTRODUCTION

The Administrative Case Event System (ACES) is an informationsystem designedto facilitate the unification of Court Case
informationacross manyself-contained management systems which are each designated as the source of truth. When changes
occurina Source System,a command and event patternis establishedto convey this informationto other interested systems.

In order to expedite the transfer of information to a central point of reference, ACES provides acommunication gatewaywith an
immutable, “eventually consistent” model of data shared among systems. The structure of ACES is a Service Oriented Architecture.

AnneThomas Manes describes it this way: “Although the word “SOA” is dead, the requirement for service-oriented architectureis
stronger thanever. But perhaps that’s the challenge: Theacronym gotin the way. People forgot what SOA stands for. They wer e too
wrapped up insillytechnology debates (e.g., “what’s the best ESB?” or “WS-* vs. REST”), and they missed theimportant stuff:
architecture and services. Successful SOA (i.e., application re-architecture) requires disruption to the status quo. SOAis notsimply a
matter of deploying new technology and building serviceinterfaces to existing applications; it requires redesign of the application
portfolio. And itrequires a massiveshiftintheway IT operates.”... “If you want spectaculargains, then you need to makea
spectacular commitmentto change.” (Thomas Manes, 2009)

Thesearethetypes of Architecture and Services we are discussingwithin ACES. The Services are asynchronous, durable, flexible and
scalable. Weleverage some current processes while re-engineeringless optimal ones. Taking something thatis designedto work
locallyandshoehornitinto a worldof network callswill resultin problems. Messages shouldbe designed in a remote first mindset
with explicitcontracts that cansupport versioning and maintenance. We know demand always changes, for this fact we strive to
accommodate growth and traffic patterns, while moreimportantly, rapidly adapting to changing needs of the business of the Courts.
Courtapplications will use ACES to communicate with each other, with other agencies, and withthe general public.

Historically, systemintegration has relied on the passing of flat files, synchronized central databases or point to point message
deliverysystemlike IBM Websphere MQ. The ACES approach provides notification of changes to anyandall interested consumers
with Event Stream Processing. It usesideas from real-time data management, asynchronous scalability, and statel ess messaging.

A greatchasm often exists between Applications, Services and Content. There should be a direct path to what people want, when
and wherethey wantit. Applications mustbe smartenough to complete commonactions without spelunkinginto a myriad of
monolithic Applications in order to achieveit. ACES aims to bridgethatchasmandprovide the mechanism forelegantintelligence.

2.2 ASSUMPTIONS

Itis assumed thatthe specific Features and Requirements for this system are notincluded in this document, butresidein a lower
level Document targeting the s pecific Major Design Elements. Nomenclature with a defined meaningis highlighted with italics.

ACES is builtas a Reactive, Event Based System: “Systems built as Reactive Systems are more flexible, | oosely-coupledandscalable.
This makes them easierto developandamenable to change. They are significantly more tolerant of failure and when failure does
occur they meetitwith elegancerather than disaster.”

The design approach of ACES is Distributed Domain-Driven Design — collaboration between devel opment teams and business
experts to produce useful models to solve problems. This commitmentto collaborationandknowledge sharing must take place for
development teams to gainthe deep insights required to function withinthe problem domain. Fora deeper understanding of
Domain-Driven Design, we recommend reading Domain-Driven Design Distilled by Vaughn Vernon.?

! http://www.reactivemanifesto.org/
2 https://www.amazon.com/Domain-Driven-Design-Distilled-Vaughn-Vernon/dp/0134434420
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The process designaccounts for each Major Design Element using a well-defined and consistent methodology foraccomplishing
communicationamong parts of the whole system.

3.1 PROCESS FLOW

The following diagramillustrates the process flow for integration of available data. It describes the paths that data and notifications
takeas they traverse the ACES system:

Figure 1
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3.2 MAIJOR DESIGN ELEMENTS

3.2.1 DESIGN GOALS

The drivinggoals behind the design of ACESis to use accepted standards, industry proven service orientation, andasynchronous
messaging principles for theintegration of Court Case related information.

The following list provides few Major Design Element goals:

e High Availability

e HighPerformance

e Resilient By Design

e ServiceOriented

e ElasticandDecentralized

e Messagebased integration and interactions

e Extensible

TN
-
%

Figure 2- http://www.reactivemanifesto.org/
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3.2.2 PUBLICINTERFACE

Public Interfaces alsoknownas APl Gateways are how external Applications and Services interact with ACES. Whiletheseare
typically Web Services, there are also integration points for IBMWebSphere Message Queues, Flat file consumption and Data Pulls.
Collectively, these arereferredto as the API. All Interaction is performed througha published set of Message Standards whichare
outsidethescope of this document. See the Related Documents sectionfor access to these external standards.

API Gateway resources are designed syntheticallyto followclient-drivenuse cases. When the client diverges from the Canonical
Message Model, Context Mappingis used fortranslation. Whenworking with MQ, a Message Bridge patternis used.

Optimally, a connected application will communicate messagesinreal-time with ACES. Thisisthe eventual intended methodology,
thoughitis notthe onlyavailable option. Legacy Flat Files and Timed Bulk Data Pulls are fully supported to allow for alengthy
transition period. Such legacy interactionstill produces a set of Events thatarerouted the same way and become real-time bulk
Messages. Routed Events provide the elasticscalability thatis capable of processing large numbers of incoming Events by increasing
capacity when needed and reducing capacity when no longerrequired.

7|Page
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53.2.2.1 VALIDATIONS

All Incoming Messages MUST be validated forauthentication, authorizationand content. Schema andstructure validations will be
provided using message contracts. These endpoints expose the PublicInterfaces for ACES Integration.

Public Interfaces and Contracts conform to published standards which are outside the scope of this document, such as the Oasis ECF
4.01 Standard, the CCI Data Request Dictionary, andthe Doclink Security Standard. See the Related Documents section for access to
these external standards.

3.2.3 DOMAIN ADAPTER

Domain Adapters consist of Message Endpoints, Message Routers and Message Translators which adapt external systemsinto the
Canonical Message Model of ACES. Domain Adapters are normally Service Activators in which the APl Gateway delegatestoan
internal Application Service. Thisis being done now with eFiling, eWarrant, EDMS, AZTEC, DocLink, NICS and Interpreter Registry.

3.2.4 PROJECTED VIEW

Projected Views are Document Messages that are theresponse to a Query Message or delivered as the result of a Domain Event
being handled. The 3 Projected Views depicted inFigure 1 arefor illustration purposes only. There couldbe1, 2 or a thousand
different Projected Views for a CourtCase, Document or Participant, theillustration depicts that these Identities arethe primaryway
of accessing the particular Projected View. As other Projected Views are required for optimizing s pecificapplications, they are
added to this section. These are usually referred to as “Data Transport Objects” (Fowler, 2003).

3.2.5 DOMAIN AGGREGATE
“Aggregates area clusterof associated objects that wetreatas a unitfor the purpose of data changes.” (Evans, 2004)

Aggregates are whatallow us to enforce business rules that mustalways remain consistent. Italso allows us to optimize the flow of
data to other external systems whichmay be listening for changes in CourtCase data.

This is notabout changing or cleansing data, but rather how to notifyan externalsystem when ACES cannot use the data to
communicate with another system as the datawas presented toit. Italso helpsto optimize how we collect the correctinformation
to send to an external system or to produce optimized Read Models for the dataanApplication needs.

Aggregates create Events — Success Events as well as Failure Events such as a consistency or communication failure. Events control
and process the operation of Workflows and State Machines within ACES.

For example, Events may be usedto alerta source system. Let’s look ata NICS example. Whenincoming CourtCase datais
presented to ACES, it produces several Import Events. When a NICS Import Failure Event occurs, ACES cansenda Message
communicationto the Source System alertingitthata localized changeis required inorderto have data participatein anexchange
with NICS. Thiscan happenina specificwaythatis negotiated with the Source System. When the datais modified by the Source
System, the Aggregate will then create the NICS Import Success Event which is collected by the NICS Event Handler.

When dealing with incoming data, the ACES system should not continually try to communicate data whichitalready knows is
problematic. Inthecaseof NICS, itdoes not collect anything but NICS Success Events. It does however, placethedata in other Read
Models which are compatible with the data for use withother systems. This strategy prevents incompatible data from continually
being presented to external systems, while preserving itfor use with other compatible systems.

This improves theresilience of the system as a whole and assigns the res ponsibility for correction back to the Source System.
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[3.2.6 DOMAIN ENTITY

An Entity in this material describes anobject primarilydefined by its identity and has a sp ecified Lifecycle. Entities are typically a
Value Object, or collection of Value Objects whichare assigned an Identity within the systemthatis tracked and used to refer to the
specificEntity thereafter. They have a beginning, a middleandan end which denote the Lifecycle. Lifecycles typically have special
meaning on creation suchas possibly assigning anldentifier. Additionally, upon removal, there may be specialworkflows which may
need to be processed.

3.2.7 VALUE OBIJECT

Value Objects area collection of characteristics which describe something. They are changed together as a wholeandwhen
exchanging onefor anotherthereis no discernable difference to the system. While they may certainly may be assignedan identity,
the idea thatthey areinterchangeable asa wholeand remain immutable as a wholeis moreimportant.

3.2.8 DOMAIN SERVICES

Domain Services are operations which lie outside the scope of a specific Aggregate, Domain Entity or Value Object. They usually
require moreinformationthancanbe provided by those three patternsin anencapsulated manner. Theseservices may actas Pipes
and Filters for Projected Views or Domain Aggregates to restrict or enricha Document Message.

Onesuch scenario is the Security Model, this may use a Domain Service for routing and working with unauthenticated Users until
they are authenticated.

Another scenarioisthe Business Rules thatrestrict Public Document Access, theserules operate as a filter for populating certain
Read Models as well as providing filters for Document Messages throughthe Projected Views. The Rules governing one of thefilters
may be changed (outside the scope of a particular Document Message) and with that change, all functionality involving the use of
this particularfilter change at once. This alleviates anyside-effects to other filters, rules, or processes which are treated separately.

Onesuchserviceisthe “Rule 123 Filter” which both populates the Read Model used for ROAM Indices usedfor Public Access as well
as live Queries into the system for eFiling and DocLink. When Rules governing the “Rule 123 Filter” change, they change everywhere
atonce.Read Models usingthefilter canthen be notified by ACES to rebuild themselves.

73.2.9 DOMAIN REPOSITORY

”

A Repository “mediates between the domain and data mappinglayers using a collection-like interface for accessing domainobjects.
(Fowler,2003)

Domain Repositories aretheinternal data stores where Domain Aggregates and Projected Views are persisted. Domain Repositories
areused internally by ACES as the sole place where Domain Aggregates persist data and from where Projected Views are populated.
This allows for other Read Models, suchas eBench, CCland the NICS Repository to react to any Event whi ch takes place within the
Domain. Domain Repositories are responsible for routing Events related to incomingdata changes and managing the transactional
consistency of the Domain Aggregates.

An example useiswhen a bulkdata pullis made froma remote Court. Court Case information isimmediately persisted to the Event
Store as an Incoming Data Eventfor each item of data. This Incoming Data Eventisread and handled by the CourtCase Aggregate
which persists the datain each Domain Entity to a Domain Repository within a Transactional Boundary.\When the repository
transactionsucceeds, a new Domain Eventis persisted in the Event Store, refl ecting a change has been madeto a CourtCaseDomain
Aggregate. Read Models subscribed to the Domain Eventrespond by persisting the changeinthe localRead Model format.
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[3.2.10 EVENT STORE

An EventStoreis a specialized data store which records a transactional log of things that have already happened within ACES.
Events are ALWAYS pasttenseand cannot be changed, they have already happened. Acompensating Eventcanreversea previous
Event, but Events never mutate. Sincethese Events never change, itisanappend-only repository andnotintended for querying.
Queryingis supported through a business context s pecificRead Model.

Events may be published inorder for multiple systems to react to the same Event. This wouldinclude publishing change events to
multiple Read Models atthe sametime. Published Events for Persisted Data Models are known as Projections.

Oncea Projectionis available, Read Models subscribe to Events in that Projection and are populated withchanges in near real-time
to reflectthe current state of its context. One distinct advantage of this Projection Model is thatitallows fortheinevitability thata
Read Model needs to be taken offline. Whenthe Read Model is brought back onlineit executes a catchup subscriptionto replaythe
Events it has missed since being offline. By replaying the missed Events, the Read Model is brought backintoconsistency by the
existing Service, without a need for any special coding.

Since Read Models are updated from the Events, various data models can be configured differently from each other to allowfor
specific data optimizations andload characteristics according the needs of the business context.

An additional benefitis that context s pecific Read Models can be added, extended or rebuilt directlyfrom the Event Store by
replaying Events withoutthe need to re-query the original provider of the Eventinformation. Events on specific Aggregates usea
Snapshot Model to optimize the number of Events that need to beread to create an Aggregate or Projection. Snapshots also allow
for older Events to be archived or removed after the snapshotis made.

“The Event Store uses a quorum based model for replication. This replication model ensures consistencythroughout thereplica
group andisawell-knownreplicationmodel. Amain strength isthatitis fully consistent. There are not possibilities of conflicting
data on differentnodes (i.e. Aaccepted a write without seeingthe write to C). For most business systems thisisa hugegainas
dealing withtheserare problems often gets | ooked over when using models thatallows them.”

“Another strength is thatfailovers happenvery quickly with minimal impact on clients. This is es peciallytrue when you consider that
the nodes internally route so the client does not need to in most cases know who the leader is. Alongwith this, for a group of three
nodes, so longasany two are up and communicating the systemis considered running and consistent.”?

3 https://geteventstore.com/blog/20130301/ensuring-writes-multi-node-replication/
10|Page
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73.2.11 LOW LEVEL REPOSITORY

Low Level Repositories are data stores thataretheresponsibility of the AOC and interact directly with the ACES Internal Services.
Whilethereareseveralother low level data stores which may integrate with ACES, those are accomplished strictly through Domain
Adapters and an APl Gateway. This separationallows extensible business rules, filters, routing and notificationto occur throughout
the system.

Currentlythereare 7 Low Level Repositories connected to ACES:

13.2.11.1 CCl

CCl, theCentral CaseIndexisa ReadModel and is used forcross court rapid access to common Court Case Information. As Case
Management Systems change Court Case related data, this is communicated to ACES which internally moves the appropriate change
into CCl. Other systems may now access current statewide Court Case Information such as eFiling eAccess andeBench. CClalso
serves as a trigger point for the Process Managers that feed inter-agency notifications such as NICS. As othersystems require
notification, they are easily added as listeners which handle Events published with the ACES Canonical Message Model for
processing. Several legacy systems thatrelied on the Data Warehouse for such processingare now being movedinto ACES.

13.2.11.2 AJACS

AJACS is the State Standard Case Management System. Thisis the Source Write Model for 13 Superior Courts andseveral Lower
Jurisdiction Courts. More Lower Jurisdiction Courts are being added constantly until all AZTEC Courts have been moved to AJACS.

13.2.11.3 AZTEC

AZTEC is the Legacy State Standard Case Management System currentlybeingreplaced by AJACS. Duringthetimethat AZTEC Courts
arebeing moved to AJACS, AZTEC Data may participatein the ACES System.

13.2.11.4 ROAM

ROAM s a Rapid Index system used by Appelamation and eAccess for queries regarding Court Case Information. The ROAM System
is being deprecated in favor of CCl for Appelamation, thoughitis still being used as a frontline Read Model for eAccess. This
particular ROAM Index is however, populated by ACES.

3.2.11.5 DATA WAREHOUSE

This Legacy Warehouse s a central repository for several |legacy system’s data. Thisis gradually being replaced by ACES.

13.2.11.6 EDMS

EDMSis the Document Repository which consists of a Central Document Repositoryin OnBase as well as some local repositories for
business unitspecificapplications. Thereisalsoa Message Gatewayusedto access remote Document Repositories which may
deliver remote Documents on demand. For instance, when a Documentfroma Courtthatdoes not participateinthe CDRis
requested from ACES, itis delivered from the Message Gateway which retrieves it from the remote Court’s provided Service
Interface, which againare processed througha Domain Adapter bringing the resultinto the Canonical Message Model.
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73.2.12 EXTERNAL ELEMENTS

External elements for whichcommunicationis necessary must use a Domain Adapter and Message Gatewayto interact with ACES.

Oneoftheseelements is the National Instant Criminal Background Check System (NICS). When Source System (CMS) datais pulled,
each incomingrecord issues a Command to Update a CourtCase Aggregate. The CourtCase Aggregate evaluates theincomingdata
for consistency and publishes Incoming Data Events. ACES Event Listeners (or “handlers”) reactto the Incoming Data Events.

ACES Event Listeners produce other Command and Event Messages by applying Rules for various systems suchas CCland NICS.
Thereis no practical limitto the number of ACES Event Listeners and they can beadded or modifiedindependently.

The ACES NICS Event Listener evaluates changes that qualify for NICS, when found, a NICS Incoming Data Success Eventis produced.
NICS Incoming Data Success Events are collected by a Domain Service reflecting the now current state of the CourtCase. The Domain
ServiceissuesaCommand to sendthe data to the NICS Systeminits own format throughthe use of a DomainAdapter. NICS
Responds to the ACES Command which produces a NICS Data Sent Event. This Eventis then processed by Pipes and Filters to send
the resultbackto the Source System (CMS). This may be accomplished by the Pipes andFilters sendingthe response as a Document
Message to the Source System for notification. Alternatively, ACES could Pipe the response to a Commandwhich invokes a
Composed Message Processor responsible for composing an Email Reportitwillsend atthe end of the day.

Whatever the business context requires is achievable by ACES in this respect as a Reactive Event based system.
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4 MESSAGE PROCESSING

“A Messageis a fundamental building blockwhen using message-based systems, one within which you package the information
necessary to communicate actions andrelated data between systems.” (Vernon, 2016)

The Message functionality within ACES uses a technique thatis called “Location Transparency.” Messages intended for a specific
receiver can be communicated equally well whether thereceiveris remote or local. Codeis written without regard to where the
receiver actuallylives. Receivers maybein a local process, a remote process, or even a server inanother building. The Code remains
the sameevenifthereceiver moves |locations. Everythingis designed to work in a distributed setting withinformation about the
setting provided by configuration data. Allinteraction is purely message passing and asynchronous.

The asynchronous character of the system alsohel ps to ensure the scalability of the system, so thatallfunctionality is available
equally when running within a single processor or on a cluster of hundreds of machines. Inthisrespect, local communication
becomes an optimizationrather than attempting to expand later by adding remote capability.

ACES uses 4 Fundamental message patterns to control allinformation.

4.1 COMMAND MESSAGE

A Command isa requestthatcauses a state transition (Woolf, 2004). ACommand Message is a messageintended to alter state
within ACES, but may alsoelicita Response Message usuallyinthe form of a Document Message.

4.2 EVENT MESSAGE

An Event Message conveys information that has alreadyhappened with the system. Events Messages are used to convey state
transitions to both internal and external systems. All Events within ACES are stored as transactionalelementsin an Event Store.

Itis imperative that Events areverbsin the pasttense, they are partof a Ubiquitous Language. In Do main-Driven Designterms, the
Event makes the concept of whathappenedin the Event explicit, not something to be explored and defined.

4.3 DOCUMENT MESSAGE

Document Messages conveyinformation withoutindicating how the data should be used. Quite often a Doc ument Message within
ACES can assistinmanaging workflow or long-running processes. As each step inthe process completes, it may appendto the
Document Message until itis fullycomposed for delivery to the original requestor.

4.4 QUERY MESSAGE
A Query Messageis a special kind of Command Message in which a reply is expected inthe format of a Document Message. While

the Command is notstrictly requesting a changein state, itis requesting areply that needs to be fulfilled. Fulfillinga Query may be
donebyan Aggregator or Composed Message Processor that compiles the results from severalother Document or Event Messages.
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4.5 COMMUNICATION MATRIX AND MESSAGE FORMAT

Messages internal to ACES usea Canonical Message Model. This Canonical Message Model is carefullytrackedandversioned if any
changes are necessary. Messages between ACES and External Systems will use agreed upon Application Level messages throughan
API Gateway. Sincethese messages maynotconformto the Canonical Message Model, the use of Message Translators for the
external system Messages may be necessary.

For Example, communication withthe eFiling systemis done through the use of an APl Gateway, this external interface conforms to
the Oasis ECF XML Messaging Standard. When a Messageis receivedfromthe eFiling systemitis routed to a Domain Adapter which
invokes a Message Translator supportingthe translation of an ECF XML Message into the Canonical Message Modelwhichin turn
executes Command Messages on ACES. Thisresultsin a Canonical Document Message being received inwhicha Message Translator
translates the Canonical Document Message back into an ECF Formatted XML Message for the APl Gateway to returnto the eFiling
system.

When the CourtCase Domain Aggregate assembles CourtCase Informationfrom various Entities and Value Objects, the messages all
conformto the Canonical Message Model of ACES and no translation is necessary.

Another exampleis, DoclLink, a Public Interface whichallows authorized access to CourtCase Related Documents. Since this External
Interface conforms to the Canonical Message Model, no translation is necessary. For accessing Documents notin the CDR, a
Message Translatorand Domain Adapteris used to talkto the remote EDMS which conveys the remote informationback to the
Canonical Message Model.

This methodology allows the Canonical Message Model to adapt to any externalsystem with effort only being placed into a single
Domain Adapter.

Messaging also provides an enormous gain in performance potential. Here | demonstrate how asynchronous messaging increases
efficiency foreFiling. Whenrequestinga CourtCase, we could process everything one afterthe other to build up the CourtCase, this
takes 30 seconds, thesum of all the Queries... If | do the exact samerequest asynchronously inparallel, it takes only0.3 seconds, the
slowest of all theindividual Queries.

TITIIT

?
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?

Case Data
(30000 ms)
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5 DESIGN PATTERN REFERENCE

This section describes some of the Design Patterns used in this document.

Message Endpoint

Ina messaging system, the sender and receiver of Messages are both Message Endpoints.

APl Gateway

An AP| Gateway is a known locationfor external systems to interact with ACES through messaging.

Message Translator

A Message Translator transforms the data from a Message to data thatis compatible with thelocal, receiving application.
Message Router

When a Messageis received, some property of the message or the environmentis checked and the Messageis then routed to an
appropriate Message Channel that satisfies the business or technical condition.

Pipes and Filters

This is when you compose a process by chaining together any number of processing steps. Sincethese steps are not dependent on
oneanother, they can berearranged or replaced as the need arises. This forms a pipelinein which Messages are processed for
deliveryandthefilteris what controls the direction the next step in the process takes. Order usually mattersandrearranging the
processing steps on the same message could altertheresult.

Canonical Message Model

A CanonicalMessage Model is different from Canonical Data Model. Coordinating stakeholders of every application to supporta
common data model is typically a futile effort that most often fails. On the other hand, a Canonical Message Model instead allows
each applicationto define their own local Models and stillusea common set of Command, Event and Document Messages to convey
information between systems. When Systems el ect to i nteract with ACES, exchanging informationbecomes a collaboration of how
to composeand pass new or existing context s pecific Messages rather than realigning Canonical Data Models. Thisisa dramatically
smallereffortthancoordinating and cateringto every stakeholder’s s pecific data needs.
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